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Abstract
Alzheimer’s Disease (AD) is a common neurological brain disorder that causes the brain cells
to die and shrink (Atrophy) gradually, resulting in a continuous decline in one’s ability to
function independently. Early diagnosis increases the possibility of preventing or delaying the
advancement of thismental disorder.Magnetic Resonance Imaging (MRI) offers the potential
of non-invasive longitudinal monitoring and plays a vital role as a biomarker of the disease
progression. Structural Magnetic Resonance Imaging (sMRI) helps to measure Atrophy,
which is considered to be themost dependable biomarker to assess the exact stage and severity
of the neuro-degenerative aspect of AD pathology. There are five stages associated with
AD, which include Normal Control (NC), Early Mild Cognitive Impairment (EMCI), Mild
Cognitive Impairment (MCI), Late Mild Cognitive Impairment (LMCI), and Alzheimer’s
Disease (AD). In this work, we have used the Alzheimer’s Disease Neuroimaging Initiative
(ADNI2) sMRI image dataset to measure and classify the stage of AD. In recent years,
Convolutional Neural Networks (CNNs) are widely used for medical image analysis. This
work focuses on applyingdifferentDeepLearning algorithms for themulti-class classification
of AD MRI images and proposes the best pre-trained model that can accurately predict the
patient’s stage. It is observed that ResNet-50v2 gives the best accuracy of 91.84% and f1-
score of 0.97 for AD class. Visualization techniques such as Grad-CAM and Saliency Map
are applied on the model that gave the best accuracy to understand the region of focus in the
image which led to predicting its class.
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1 Introduction

Dementia is a term coined to explain the set of brain disorders pertaining to cognitive decline.
It impacts thememory, thinking, and general functional abilities severely enough to intervene
with one’s daily life. Dementia typically affects older adults, but its occurrence cannot be
accounted for due to regular aging. According to the World Health Organization’s (WHO)
reports, there are over 55 million people affected by Dementia across the globe, and nearly
10 million fresh cases are identified each year. Today, Alzheimer’s Disease (AD) is the most
prevalent type of progressive Dementia which accounts for 60%-80% of total Dementia
instances in the world. In the early stages, loss of memory may be minimal, but in the
advanced stages, individuals lose the ability to carry on a conversation and respond to the
circumstances. AD first starts with the destruction of neurons and its connections in that
region of the brain that impacts learning (including the entorhinal cortex and hippocampus)
and then advance through the other parts leading to more severe symptoms that include
bafflement, mood swings, behavioral changes, deepening confusion about time, place and
events, critical memory loss, difficulty in communication, etc.,

AD is a multifarious disease in which accruing pathological, physical or mental injury
to the brain results in progressive cognitive decline. Some of the well-known pathological
hallmarks of AD are Amyloid plaques, neuro-fibrillary tangles (NFTs), neurodegeneration,
and inflammation. There are many Neuroimaging techniques such as PET, MRI and EEG
used to diagnose AD. Especially, Magnetic Resonance Imaging (MRI), has been playing a
significant role for the last couple of decades to get a clear picture of the functions of the brain
and diagnose disorders if any [32]. The degeneration of the neurons associated with cognitive
decline can be ascertained by Structural Magnetic Resonance Imaging (sMRI). sMRI mea-
sures brain morphometry and are considered to be the most influential AD biomarker. So, in
the current study, sMRI biomarkers are considered in detecting the progression of AD. The
Structural images fromMRI can detect atrophic changes that influence the hippocampus and
entorhinal cortex at the nascent phase of mild cognitive impairment, which may spread to
temporal and parietal lobes and affect the frontal lobes at the final phases of AD [9, 12, 22].
The early occurrence of amyloid deposition leads to the development of AD [48]. The brain
degeneration is an unpreventable progressive component of AD [44]. However, the radiol-
ogists and analysts strongly suggest that it is essential to develop processes that automate
the way of extracting disease-specific information from the medical images and integrate
them with other existing biomarkers for clinical usage. Figure 1 depicts the comparison of a
normal brain and a brain impacted by AD.

The progression of AD can be classified into three general stages: preclinical, mild cog-
nitive impairment, and Dementia, but it can also be more comprehensively described into a
5-Stage model - no impairment or Normal Control (NC), Early Mild Cognitive Impairment
(EMCI), Mild Cognitive Impairment (MCI), Late Mild Cognitive Impairment (LMCI) and
Alzheimer’s Disease (AD) [37]. Various neurocognitive and neuropsychological tests are
used to differentiate EMCI, LMCI and AD from NC stages. The multiple diagnostic tests
make it cumbersome for clinicians to arrive at an objective clinical conclusion. It is possi-
ble to minimize the number of tests needed to make a fairly accurate evaluation about the
severity of the disease usingMachine Learning and Deep Learning algorithms [30]. An early
diagnosis of AD is made at a stage when the individual suffers from MCI (Stage 2) but can
function independently. This second phase of AD can be detected well before the onset of
Dementia symptoms. Since AD is irreversible with no validated treatment, it is important
to develop methods for early detection. Early and accurate diagnosis of Alzheimer’s disease
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Fig. 1 Progress of Alzheimer’s
Disease from Mild Cognitive
Impairment to severe stage [2]

is necessary to provide proper treatment to the patients [31]. Since no drugs are available
for the inexorable progression of the disorder that is diagnosed during the later stage of the
disease, the developed methods will help to diagnose AD at its pre-symptomatic stages [42].

The success of the Deep Learning approach over traditionalMachine Learning in identify-
ing complex structures and pattern recognition applications has brought immense enthusiasm
and high expectations that Artificial Intelligence (AI) can play a remarkable role in health
care [40]. AD classification using Deep Learning algorithms has recently gained enormous
attention as rapid progress in neuroimaging techniques helps to detect the disease progression
at an early stage [7, 20]. This work is carried out to comprehensively study the multi-class
classification by applying all the 26 Keras pre-trained models and record the metrics of the
best-performed model [14]. The sMRI of MCI and LMCI patients shows very minor visual
differences compared to AD which motivated us to design a vigorous mechanism that can
predict even the intermediate stages of MCI patients (EMCI and LMCI) precisely for the
early diagnosis of AD. It is essential to train the model with more images belonging to vari-
ous classes for getting accurate predictions. For research experiments, the 5 stage sMRI data
fromADNI repository is less usedwhen compared to the two-class (binary) data or the 3 class
Open Access Series of Imaging Studies (OASIS) MRI dataset. Hence, this work would be a
benchmark in applying Deep Learning techniques for this dataset. The results also support
and demonstrate the scope for the use of Artificial Intelligence (AI) as a decision support
system [47].

The contents of the paper are as follows: In section 2, the existing research works pertain-
ing to the diagnosis of AD using Deep Learning methods are discussed. The methodology
followed for this work is described in detail in section 3. In section 4, the experiments and
results of the best performing 2D CNNmodel are elaborated. In section 5 we have discussed
the advantages and limitations of the proposed methodology. This paper concludes with the
scope of future research work in this area. The summary of the work is given below:

• sMRI is one of the most common medical imaging techniques that help to detect MCI
or brain shrinkage. But clinical assistance is required for the appropriate diagnosis to
ascertain the stage of AD. This work aims to build a robust model using sMRI 2D images
to detect the early onset and automated classification of AD.

• Majority of the approaches in the recent works perform binary classification (i.e., NC
vs AD). The model that we have developed can be used to diagnose and differentiate
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the various stages of AD (5 stages- NC, EMCI, MCI, LMCI & AD). This enables early
diagnosis of ADwhich is the novelty of our work.We performed ample number of exper-
iments to demonstrate that our proposed model outperformed comparative references in
terms of accuracy on the ADNI 5 stage dataset.

• Most of the recent works focus on applying any one of the Keras pre-trained model and
comparing its performance with the proposed model. In this work, we have conducted
experiments with all the 26 Keras pre-trained models on the sMRI images and analyzed
the results to determine the best performing model on this dataset.

• SyntheticMinority Oversampling Technique (SMOTE) technique is applied to overcome
the class imbalance issue. This method randomly duplicates the images of the class that
has the least number of samples (minority class). This reduces the chances of model
getting over-fit [29].

• We performed brief experiments related to the impact of applying global-average pooling
or flattening layer on accuracy before the Softmax classifier. The results (accuracy) of
all the 26 Keras pre-trained models is recorded in Table 1.

• We have also applied Saliency map and Gradient-weighted Class Activation Mapping
(Grad-CAM) to measure the spatial support of a particular class in each image. This

Table 1 Accuracy comparison
for the 26 Keras pre-trained
models Note: GAP - Global
Average Pooling FL - Flatenning
Layer

Model Accuracy (%)

EfficientNet-B4 (GAP) 72.84

ResNet-50 (FL) 74.72

EfficientNet-B7 (GAP) 75.80

EfficientNet-B6 (FL) 77.64

ResNet-101 (GAP) 58.00

EfficientNet-B0 (GAP) 80.15

EfficientNet-B3 (GAP) 80.43

XceptionNet (FL) 80.91

EfficientNet-B2 (GAP) 81.72

VGG-19 (FL) 82.45

EfficientNet-B1 (GAP) 82.51

InceptionNet-v3 (FL) 82.52

Inception-ResNet-v2 82.96

NasNetMobile (FL) 82.98

ResNet-152 (FL) 83.27

DenseNet-121 (FL) 84.71

VGG-16 (FL) 83.76

EfficientNet-B5 (FL) 84.22

MobileNet-v2 (FL) 84.40

ResNet-101-v2 (FL) 88.86

DenseNet-169 (FL) 89.34

DenseNet-201 (FL) 89.63

ResNet-152-v2 (FL) 90.57

MobileNet (FL) 91.29

ResNet-50-v2 (FL) 91.84
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enabled us to understand and explain the model’s predictions, supervised localization,
segmentation and the region of focus/interest in the image.

2 Related works

Recently, several research works on developing Deep Learning models have been proposed
as diagnostic tools for AD. This assists doctors to make better medical diagnosis and improve
the perception of the disease processes. AD biomarkers include clinical symptoms (such as
cognitive impairment, memory loss), neurological tests and scores such asMini-Mental State
Examination (MMSE) and Clinical Dementia Rating (CDR) etc., which are augmented with
imaging, genetic, and protein biomarkers [49]. Some of the other works [23, 36] use the cross-
sectional neuroimaging and demographic data as reference to study the prediction of MCI
to AD conversion by applying multi modal Deep Learning approach that combines various
imaging modalities such as sMRI (T1 weighted, T2 weighted), functional MRI (fMRI),
Positron Emission Tomography (PET) and imaging genetics [20]. The anatomical properties
of the brain can be visualized and analyzed using Structural Imaging approach, whereas
functional imaging (fMRI) is used to identify metabolic functions of the brain. The limitation
in using fMRI scanning is that it makes it difficult to interpret due to the strong influence
of the contrast agents and also less affordable than the usual MRI. Most of the existing
works apply Machine Learning or Deep Learning algorithms on the OASIS 4 stage MRI
data set (which includes non-demented, very mild-demented, mild-demented or moderately
demented MRI images) or targets binary classification such as AD vs. NC, AD vs. MCI, or
3 stage classification of ADNI MRI data (NC vs MCI vs AD) or using fMRI [52] or PET
image data for diagnosis of AD.

In this work [19], the Inception-V4 network model is trained on the Oasis T1-weighted
MRI dataset (https://www.oasis-brains.org/). The dataset consists of 418 subjects. They have
applied 5-fold cross-validation since the dataset is small. For each fold 70% of data is used
for training, 10% for validation and 20% for testing. An accuracy of 73.75% is attained.

The results of Deep Learning architectures such as InceptionNetv3 and XceptionNet on
the AD binary classification problem using T1-weighted sMRI images on the three different
datasets of OASIS are compared and analyzed in this work [45].

This paper [41] presents a CNN based multi modal AD classification framework discrim-
inating between AD and normal control subjects. This work recorded 99% accuracy, 98%
sensitivity, 100% specificity and Area under the Receiver Operating Characteristic Curve
(AUC) of 1 across all test folds.

This work [38] compares the performance of LeNet-5 and GoogleNet pre-trained model
to classify structural MRI data of AD subjects from NC. The model was trained with shift
and scale invariant features extracted from different layers of CNN architecture and achieved
an accuracy of 98.84% using GoogleNet.

[25], this work compares the performance of two Deep Learning algorithms- MobileNet
network model with Visual Geometry Group-16 (VGG-16) as the baseline on the sMRI
images (AD vs NC). They have recorded the accuracy of VGG-16 and MobileNet models as
92% and 94% respectively.

In this work [13], multi-class classification between NC, MCI, and AD patients are per-
formed on multi-categorical data using Deep Learning method. The aim of this work is to
demonstrate the advantages of using multi-categorical data for classification and to com-
pare Artificial Neural Network (ANN) with CNN. The overall accuracy of 87.197% is
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accomplished for the ANN classifier and 88.275% for the 1D Convolutional Neural Net-
work classifier.

In this work [24], Deep Learning approach has been designed to accurately predict the
MCI-to-AD conversion with MRI data. As part of data pre-processing, they have assembled
local patches into 2.5 dimensions from the MRI images. The CNN model is then trained
with these patches to identify Deep Learning features of MCI subjects. This is fed into the
classifier to predict the AD conversion. By applying leave-one-out cross-validations, this
model achieves an accuracy of 79.9% and AUC of 86.1%.

The primary goal of this paper [35] is to propose 2D CNN model to tackle the 3-class
AD classification problem using T1-weighted MRI images from ADNI dataset. The feature
extractor is done using the first two layers of ResNet-34 and then the classifier is trained using
64 × 64 sized patches from the 2D MRI slices. The proposed model achieved an accuracy
of 68.6% for the multi-class problem.

This work [36] aims to classify theMCI diagnosed subjects as sMCI (not converted toAD)
and pMCI (converted to AD). The designed architecture consists of 15 layers, with 3 residual
blocks in each layer and each residual block comprising of 2 basic blockswith 2 convolutional
layers each. To avoid the over-fitting problem, they have employed ridge regression technique.
They have also applied domain learning in order to increase the separability of the pMCI
versus sMCI classification. Since this domain (AD conversion fromMCI) has limited data, to
attain efficiency in training, the most informative features and related domains are extracted
from the target (i.e., image sample). The test classification accuracy increased to 83%, over
the actual cross-validated accuracy of 75% on the test data by this method.

A recent attempt of multi-class classification of 5 AD stages has been found in paper
[33]. They have proposed fine-tuned ResNet-18 network model that can predict MCI, EMCI,
LMCI and AD MRI images. This model was evaluated on ADNI fMRI dataset consisting
of 138 subjects. They achieved a classification accuracy of 99.99%, 99.95%, and 99.95%
on EMCI vs. AD, LMCI vs.AD, and MCI vs. EMCI MRI data, respectively. This model is
trained with 78,735 images of which 70% are considered for training and 30% for validation.

A very similar and recent approach is followed in [21] where they have adopted transfer
learning approach for classifying the 4 stage ADNI data. Tissue segmentation had been
applied as pre-processing technique and the gray matter has been used to fine-tune the
VGG-16 and VGG-19 architectures while freezing the other layers/features of the ImageNet
database. 75 to 80 subjects have been used per class. Around 4500 samples have been used
per class but EMCI has the least number i.e., around 1800 resulting in class imbalance issue.
The dataset has been split into training (70%), testing (15%), and validation data (15%).They
have attained an accuracy of 97.12% and 98.47% for VGG-16 and VGG-19 respectively.

Most of these researchworks focusedon either binary classification (NCvsAD)[25, 38, 41,
45] ormulti-class classification for 3 stages (NC,MCI&AD) [13, 24]. It is necessary to study
and classify all the intermediate stages to find out the severity of the disease i.e., MCI stage.
Although this work [33] has achieved high accuracy on fMRI data, only traditional structural
imaging is currently advocated for routine use in clinical settings. Hence sMRI dataset has
been utilized for this use case [10]. The limitation in this work [24] is that the classifier could
precisely mis-classify MCI non-converters as AD, but the conversion may happen in future.
This is the reason why it becomes significant to include samples from "EMCI" and "LMCI"
stages. Other related works also suggest that longitudinal data provide more meaningful
information in predicting the exact stage or the time of conversion. Hence, we have used
the sMRI longitudinal data from ADNI [51]. Majority of the work [13, 24, 33] have not
compared the performance of applying different CNN models to predict the progression of
AD. Therefore, as part of the experiments, we have applied and studied the performances of
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different transfer learning models to understand the merits of the best-performing model. All
these works intended to develop deep neural networks for bio-image analysis require a large
amount of informative data, which in most cases is difficult to obtain. Due to the insufficient
samples for the positive class, these works [24, 35, 36] achieved less accuracy than the
benchmark results. Data augmentation process is considered for this issue to customize
the initial data and increase sample space. To overcome the class imbalance problem in our
work, we have applied SMOTE (another data augmentationmethod) to synthetically generate
observations of unbalanced classeswhich are similar to the existing samples using theNearest
Neighbors classification. The summary of the most significant literature pertaining to this
research area on the multi-stage diagnosis of Alzheimer’s MRI data is given in Table 2.

3 Methodology

The block diagram in Fig. 2 shows the methodologies adopted for the classification of the
AD MRI data. Each of the steps are detailed in subsequent sub-sections.

3.1 Dataset source and description

The Alzheimer’s Disease Neuroimaging Initiative (ADNI) (http://adni.loni.usc.edu/) [4], is
a multi-center study launched with an objective to examine AD biomarkers at an earlier
stage [6]. ADNI GO phase (an extension of ADNI1) added 200 new subjects with EMCI in
2009. As part of the ADNI2 initiative, the datasets from the ADNI1/ADNI GO phases were
included. In addition to that, the following new subject groups were also added: 580 normal
controls, 240 EMCI, 72 LMCI, and 171 mild AD patients. The ADNI dataset used for this
work comprises of 1296 Structural MRI 2D images divided into Training and Testing set.
Figure 3 shows samples of data from each class. The number of images and description of
each stage is specified in Table 3.

3.2 Data pre-processing

Generally, the visual datasets used for classification have a repository of millions of images
like the ImageNet database. However, neuroimaging datasets generally include a few hun-
dred images only. A large image database with a sufficient number of positive samples will
enable to build an efficient CNNmodel. But in reality, there is a paucity of such databases for
medical image analysis, especially for neuro disorders. Hence it becomes essential to develop
models that can learn useful features from a smaller dataset [18]. Since the number of positive
samples in most of the medical image datasets usually be very less in number, it results in
a data imbalance problem, thereby hampering the performance of the model. Therefore, it
becomes inevitable to apply data augmentation process to the existing image database. Table
3 shows the number of samples that every class had before any pre-processing. As mentioned
earlier, the challenge we encountered was the less number of samples in the positive class
i.e., LMCI and AD. In order to resolve the class imbalance problem we decided to adopt an
oversampling method. Random Over Sampling, Smote, BorderLine Smote, KMeans Smote,
SVM Smote, ADASYN, Smote-NC are the commonly used data augmentation techniques to
overcome imbalances in the dataset today. In this work, we have applied SMOTE (Synthetic
Minority Over-sampling Technique) which is a superior oversampling option that helps to
produce synthetic data points rather than duplicates that only slightly deviate from the actual
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Fig. 2 The proposed Deep
Learning pipeline for the 5 stage
classification of AD MRI images
into NC, EMCI, MCI, LMCI and
AD
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Fig. 3 MRI Images of the 5 stages

data points. The simplest way to achieve this is by duplicating the samples in the minor-
ity class. SMOTE generates the synthetic data using the k-nearest neighbor technique. By
oversampling the minority class of the imbalanced dataset the over-fitting problem can be
overcome. Thus, the augmented samples do not furnish any new information to the model.
The SMOTE algorithm works as follows. A random sample is chosen from the minority
group. The k nearest neighbors of the observations in this sample will be determined. The
vector between the current data point and the selected neighbor is then calculated. The vector
is then multiplied by an integer chosen randomly from 0 to 1. In order to get the synthetic
data point, this difference is added to the feature vector under consideration. This procedure
is equivalent to pushing the data point closer to its neighbor i.e it causes the selection of a
random point along the line segment between two specific features. By performing this the
synthetic data point is not an exact duplicate of an existing data point and is also not very
different from known observations in the minority class. The major advantage of applying
SMOTE is that the synthetic samples are generated in a less application-specific manner by
operating in the “feature space” rather than “data space” [11]. By applying this data aug-
mentation technique for the minority class the number of samples is increased to 2900 in the
training data with 580 samples belonging to each class.

Table 3 AD Stages and number
of samples

STAGE DESCRIPTION SAMPLES

NC Normal Control 580

EMCI Early Mild Cognitive Impairment 240

MCI Mild Cognitive Impairment 233

LMCI Late Mild Cognitive Impairment 72

AD Alzheimer’s Disease 171
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3.3 Proposed AI framework

For Bio-medical analysis, Convolutional Neural Networks has become the widely used Deep
Learning technique [3]. Although Deep CNN networks were introduced more than two
decades ago, it could not be easily trained until recently as they are computationally expen-
sive and demands more hardware and software capabilities. Only with the enhancements in
hardware resources and network architectures truly deepCNNhas become relatively easier to
train [1]. From the previous experiments conducted using deep networks, it is understood that
very deep model results in performance degradation as they start converging. Generally, the
degradation of training accuracy is said to occur due to the over-fitting or increased number of
layers added to the deep model [16]. But in this case, it is understood that degradation occurs
due to the optimization function, initialization of the network, and vanishing/exploding gra-
dient problem. So, this problem can be solved by constructing a deeper model with layers of
identity mapping and copying from the learned shallower model which forms the core idea
of residual networks. This neural network layer called “The Residual Block” alleviates the
deeper network training. This solution proved that the training error for the deeper networks is
no higher than the shallower model. In a favorable scenario, they give much better accuracies
than the shallower model.

In this work, ResNet-50v2 performed the best when compared to all other 2D CNN
architectures. In the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 2015
classification challenge, ResNet performed the best and it is claimed to be one of the most
powerful architecture. To ease the training of deeper networks introduced earlier such as
DenseNet, ResNet architecture uses a residual learning framework. Each of the ResNet
architecture come with a varied number of layers i.e., ResNet-18, , ResNet-50, ResNet-101,
ResNet-152, etc. In every ResNet architecture, two or more digit number is mentioned to
denote the number of layers present in the model. Similar to the conventional Keras models,
Residual Network also consists of the strided convolution layer, pooling layer, activation,
and fully connected layers which are placed one after the other. The only distinction in the
residual network construction is that the identity connection is introduced between the layers.
The explicit reformulation of the layers enables the residual functions to learn better with
reference to the layer inputs. This paves the way to optimize the training and gain higher
accuracy from considerably increased depth. Therefore, an optimal identity mapping makes
pushing the residual to zero easier than fitting the model by adding a stack of nonlinear
layers. The identity mapping(as shown in Fig. 4) just adds the output from the previous layer

Fig. 4 ResNet-50 Architecture denoting Skip Connection
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to the next layer and does not add any parameters. However, the problem arises when the
dimension of x (input vector) and F(x, Wi) (residual mapping function to be learned) are not
the same (refer Equation: 1). There are two ways by which this dimensional mismatch can
be solved. As mentioned in the ResNet paper [16], one approach to retain the size of the
spatial dimensions is by multiplying the identity mapping by a linear projection Ws (refer
Equation 1 [16]) i.e., by performing 1x1 convolutions to increase or decrease the depth (i.e.,
it impacts the number of channels). This way the channels are expanded to align the residual
mappings thereby allowing the input x and F(x) to be added and fed to the next layer (’y’ in
Equation: 1 represents the output vector of a layer which is given as input to the next layer).
Another method is to use the padding approach. This is done by downsampling the input by
using 1*1 convolution with any stride (standard stride size of 2 is followed) and zero channels
are padded to increase the depth. This helps to match the dimensions without increasing the
number of trainable parameters across the skip connections. Therefore, these Skip or Shortcut
Connections between layers increase the ability to train much deeper networks by adding
the outputs from previous layers to the outputs of the stacked layers [16]. Thus the biggest
advantage of Residual Networks is that the gradient can flow directly through the identity
function from later layers to the previous layers [17].

y = F(x,Wi )+Wsx (1)

The 5 stage Resnet-50 model includes convolution and identity blocks. There are 3 convo-
lution layers in every convolution and identity block. The three layers are 1×1, 3×3, 1×1
convolution. The 1×1 convolution layer helps to reduce and restore the dimensions. The
3×3 layer acts as a narrow layer with smaller input or output dimensions. ResNet takes input
image of height and width 150*150 and 3 as channel width. In our experiment, the number
of trainable parameters was over 107 million. The preliminary convolution and max pooling
layers uses Kernel sizes of 7×7 and 3×3 respectively. The first stage of the network consists
of 3 Residual blocks with 3 layers each. The number of Kernels used in each convolution
for every layer of the residual block of the first stage are 64, 64, and 128 respectively and

Fig. 5 ResNet-50v2-Architecture
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Fig. 6 Difference between ResNet-50 and ResNet-50v2 architectures

this is doubled for the subsequent layers. The convolution is performed with stride 2 thereby
reducing the height and width of the previous layer input to half and doubling the width of
the channel. In the end, the network has a Flattening layer followed by a Fully Connected
(FC) layer. In this case, the FC layer has 5 neurons (as the image should be classified into
5 target classes) with Softmax as the activation. The general architecture block diagram of
ResNet-50v2 is given in Fig. 5. The upgraded version of ResNet-50v1 i.e., ResNet-50v2
uses batch normalization before each weight layer, as shown in Fig. 6. The curved arrows
in Fig. 6 refer to the skip connection. The dashed downward arrow represents the convolu-
tion operation in the Residual Block. The categorical-crossentropy loss function is used for
the multi-class classification and early-stopping is used for regularization. The learning rate
controls the step size at each iteration of an optimization algorithm as it advances toward a
minimum of loss function. The default learning rate of 0.001 is applied and batch size is 50.
The model is trained for 15 epochs.

4 Experiments and results

The train and test data of the ADNI dataset consists of 1101 and 195 image samples respec-
tively which are combined to form a single repository. We observed that the number of
samples in every class is not the same leading to a class imbalance problem. The challenge
in working with an imbalanced dataset is that most of the Deep Learning techniques result in
poor performance on the minority class. Hence SMOTE technique is adopted for oversam-
pling the minority class data. After balancing the data, the number of samples is increased
to 2900 images. The train and validation images are then split into an 80%-20% ratio, which
results in 2320 train images (includes 464 test images) and 580 validation images.
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Table 4 Training and Validation Accuracy of the top performed pre-trained models

Model Training Accuracy (%) Validation Accuracy (%)

ResNet-101v2 99.99 94.23

DenseNet-169 99.63 95.09

DenseNet-201 99.21 94.78

ResNet-152v2 99.91 96.26

MobileNet 99.94 96.49

ResNet-50V2 99.99 96.01

Researchwork related to transfer learning ismotivated by the fact that newproblems can be
solved efficiently at a very less amount of time by intelligently utilizing the related knowledge
learned previously [34]. All the 26 pre-trained models from Keras Deep Learning framework
were applied to understand which model performed the best for this classification problem.
All the experiments related to this project were carried out using Google Colaboratory and
Kaggle GUI. Table 4 shows the Receiver Operating Characteristic (ROC) curve accuracy for
the performance of top-6 models and Table 5 compares the accuracy with the existing works.

Experiments were also done to understand the impact of the Global Average Pooling and
Flattening layer before the Softmax classifier. "Global Average Pooling" for EfficientNet
greatly reduced the number of trainable parameters. This enabled relatively much faster
training. In Table 1, the models for which Global Average Pooling was used is highlighted.
But in cases where the maximum representable features are to be extracted from the input
image, average pooling failed as it returns less accuracy. This happens for a binary or multi-
class classification problem where images in the classes look almost alike [27]. For instance,
ResNet-101 yielded an accuracy of 58%with global average pooling but with flattening layer
gave 78.90%. Since the primary goal of this work is to classify the images with good accuracy
without over-fitting and not dimensionality reduction, flattening layerwas applied for all other
models. Table 1 shows the accuracy comparison of all the 26Keras pre-trainedmodels. In this
case, EfficientNet-B1 performed the best with 82.51%. The other EfficientNetmodels such as
EfficientNet-B4 and EfficientNet-B7 gave accuracy around 72%-75% as they were relatively
difficult to be trained due to the large memory size requirement and were computationally
expensive due to very high number of trainable parameters. The accuracy of these models
was recorded for the same training time of 70 epochs.

Confusionmatrix is away to assess the overall performance of a classification algorithmby
comparing the predicted samples with the ground truth. For bio-medical data, it is imperative
to determine how many predicted samples fell into true positive, true negative, false positive
and false negative categories (i.e., false positive and negative for every class should be very
minimum). This acts as a foundation evaluationmetric to define the performance of themodel.
The confusion matrix for the best performed model ResNet-50v2 is shown in Fig. 7. It is
observed that thismodel has correctly predicted formost of the test cases andmisclassification
for each of the classes is very minimal. The AD stage is predicted with 98.95%acccuracy
(Out of 96 samples considered, 95 are classified correctly) as denoted in Fig. 7.

The Scikit Learn or sklearn classification report function is used for getting the class-wise
performance results for the metrics such as accuracy, sensitivity, specificity, recall, F1-score,
macro and weighted averages. Accuracy can be defined as the ratio of the number of cases
classified correctly to the total number of cases under evaluation. This model gave the best
accuracy of 91.84%. Recall of positive class, also termed as sensitivity gives the ratio of the
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Fig. 7 Confusion Matrix for 5 stage classification

Fig. 8 Training accuracy and loss curves for the best performed models
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Table 6 Performance Metrics for
ResNet-50v2 Model

Class Precision Recall F1-Score Support

EMCI 0.84 0.86 0.85 99

NC 0.75 0.76 0.76 84

LMCI 0.85 0.79 0.82 96

MCI 0.94 0.94 0.94 89

AD 0.95 0.99 0.97 96

Accuracy is 0.9184

Table 7 Confusion Matrix for 3
stage classification

3 stage (NC vs MCI vs AD)
Class NC MCI AD

NC 64 19 1

MCI 21 259 4

AD 0 1 95

Accuracy(%) 90.30

Table 8 Confusion Matrix and Performance Metrics for binary classification

(a) AD vs NC
Class NC AD

NC 64 20

AD 21 359

Performance Metrics

Precision 0.95

Recall 0.95

F1-score 0.95

Specificity 0.761

(b) EMCI vs AD, LMCI vs AD, MCI vs EMCI, EMCI vs LMCI
EMCI vs AD LMCI vs AD

Class EMCI AD Accuracy(%) Class LMCI AD Accuracy(%)

EMCI 85 14 83.41 LMCI 76 20 89.06

AD 0 96 AD 1 95

MCI vs EMCI EMCI vs LMCI
Class MCI EMCI Accuracy(%) Class EMCI LMCI Accuracy(%)

MCI 84 5 94.18 EMCI 85 14 83.41

EMCI 20 13 LMCI 1 76
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true Positive to the number of actual positive cases. For each of the classes the sensitivity
values are high indicating that the number of samples predicted as False Negative are very
less, especially predicting for AD class where the sensitivity is 99% indicating that there was
only single mis-classification or false negative case, as highlighted in Fig. 7. The precision
of positive class is innately the ability of the classifier not to predict a positive sample as
negative. The best value of precision is 1 and the worst value is 0. The precision for the
NC class is minimum as 10 samples were predicted as EMCI but only one sample was
predicted as AD. But for all other classes the precision score is also observed to be good.
Regardless of the class imbalance problem, F1-score is considered as one off the best metrics
for classification models. F1-score is the metric computed by taking the weighted average
of recall and precision of each of the classes. It is observed to be more than 75% for all 5
classes. The micro-average for all the 5 classes is 0.87 indicating equal number of samples
in each class. The Performance metrics for the ResNet-50v2 model is shown in Table 6. It
is also essential to understand how our model predicts in the case of binary or tertiary class
data in order to draw fair comparison of our model’s performance (in terms of accuracy)
with the existing works as shown in Table 5 which compares the accuracy with the existing
works. Table 7 shows the confusionmatrix generated by considering all EMCI,MCI&LMCI
predicted samples into MCI class thereby deriving the accuracy for tertiary classification.
Since we worked on multiclass data the accuracy of the same ResNet-50v2 model for binary
classification can be derived by combining all other categories into AD class which is a fair
comparison to be done in this case (see Table 8). In Table 8a, the performance metrics for NC
vs AD is computed by considering all data belonging toMCI, EMCI, LMCI&AD as positive
class i.e AD & Table 8b shows the confusion matrix & accuracy for the binary classification
between intermediate stages, for instance, EMCI vs LMCI. These computed accuracies are
included in Table 5 for comparison with the existing works.

The training accuracy and loss is compared for the top performing models in Fig. 8. These
models were trained for 15 epochs. Almost all the top performing models took less training
time. Very deep networks like DenseNet-201 and models with large memory requirement
like Efficient (all 7 versions) consumed a lot of training time. It is generally observed that as
the training time increases, the model’s validation accuracy increases and loss decreases. The
ResNet-50v2 model attained an accuracy of 99.99% on the training set and an accuracy of
96.01% on the validation set. Thus, the model has not over-fitted and has performed equally
well on both the training and validation sets.

For understanding and visualization of the region of focus, Grad-CAM and Saliency Map
is used. Grad-CAM is one of the widely used visualization tools for producing explanations
for the predictions from the CNNmodel [39]. Grad-CAMmakes use of the gradients flowing
into the final convolution layer to produce a rough localization map thereby projecting the
critical regions in the image for predicting the image into its class. In computer vision, a
Saliency map is an image that highlights the region which differentiates a sample from one
class from another. The gradual increase in the highlighted portion in structural MRI shown
in Fig. 9 indicates the shrinking of brain from normal to AD stage. Another data exploration
and visualization technique that is applied in this work is t-Distributed Stochastic Neighbor
Embedding (t-SNE) which is non-linear, unsupervised technique mainly used to give an idea
about the data organization in high-dimensional space [46]. It can be observed that each
majority of the samples are classified into their well-defined clusters as shown in shown
Fig. 10. We can also observe that NC and EMCI are closely related. Similarly, only one
instance of LMCI is mis-classified into the AD class.
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5 Conclusion

Overall, from the literature survey, we could understand that 5 stage ADNI sMRI 2D Image
data set has not been widely used for AD detection. Hence, we applied all the 26 pre-trained
Keras Deep Learning models to predict the classification of AD. The success of usingMRI to
detect brain abnormalities associatedwith brain disordersmotivated us to use the ADNIsMRI
dataset for prediction.

Currently, the analyses of medical imaging scans are done manually by skilled radiol-
ogists which leads to over-dependence on the analyst’s skills. This may potentially affect
the efficiency and accuracy of the results. So, there is a need to create an automated system
for the AD diagnosis [15]. After applying all the Keras 26 pre-trained models, we observed
that ResNet-50v2 architecture performed the best with a benchmark accuracy of 91.84%.
The efficiency of the model is reported with respect to performance metrics like accuracy,
F1-score, precision and recall. The main limitation of this work is that this can assist only
in the diagnosis of AD but not tested with other Dementia data such as Fronto-temporal
Dementia (FTD) [26], Lewy-Body Dementia (LBD) [50] and Vascular Dementia (VD) [8]

Fig. 9 Saliency map for 5 stages using ResNet-50v2 model
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Fig. 10 t-SNE Plot

which has overlapping symptoms with AD. Also the demographic features of this data could
have also been included to make the prediction more reliable. Another dis-advantage of
the propsed work is that more than using the individual pre-trained models, multimodal or
ensemble models could be used so that the aggregate results are less noisy than the individual
models. This leads to model stability, robustness and also helps to capture linear as well as
non-linear relationships in the data. Hence to overcome these limitations, we plan to apply
Ensemble modelling approach to boost the accuracy of the trained model and experiment
with pre-processing technique called Generative Adversarial Networks (GAN) as part of our
future work [28]. We also intend to experiment by applying explainable AI which helps to
assess the expected impact and potential biases for the differential diagnosis of AD with
other types of Dementia. The proposed approach could also be extended on fMRI or PET
images to compare and understand which neuroimaging technique helps for a more accurate
AD diagnosis.

Data availability The data that support the findings of this study are available from the first author upon
reasonable request.

Code availability The code is available from the first author upon reasonable request.
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